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Abstract—This paper evaluates the performance of Success-History based Adaptive DE (SHADE) on the benchmark set for the CEC2013 Competition on Real-Parameter Single Objective Optimization. SHADE is an adaptive differential algorithm which uses a history-based parameter adaptation scheme. Experimental results on 28 problems from the CEC2013 benchmarks for 10, 30, and 50 dimensions are presented, including measurements of algorithmic complexity. In addition, we investigate the parameter adaptation behavior of SHADE on these instances.

I. INTRODUCTION

The single-objective, global optimization problem is the problem of finding a vector \( x = (x_1, ..., x_D) \) which minimizes an objective function \( f(x) \), where \( D \) is the dimensionality of the problem. In black-box optimization the task is solving a global optimization problem without explicit knowledge of the form or structure of the objective function, i.e., \( f \) is a “black box”. This problem occurs in many real-world problems (e.g. engineering optimization where the objective function is computed using a complex simulation), and has been studied by many researchers.

Differential Evolution (DE) is a stochastic, black-box search method that was originally designed for numerical optimization problems [1]. Despite of its relative simplicity, DE has been shown to be competitive with other more complex optimization algorithms, and has been applied to many practical problems [2].

The search efficiency of DE depends largely on the mutation strategy, as well as the control parameters population size, scaling factor \( F \), crossover rate \( CR \), and many previous researchers have shown that optimal settings for these parameters are domain-dependent (c.f. [1], [3], [4], [5]). Thus, there has been much recent work which seeks to automate the selection of the mutation strategy, as well as the control parameter values [6], [2].

Success-History based Adaptive DE (SHADE), which was introduced in a companion paper [7], is a novel, adaptive DE algorithms and an improved version of JADE [8] which uses a different parameter adaptation mechanism based on a history. In SHADE, the mean values of successful parameter \( CR, F \) for each generation are stored in a historical memory \( M_{CR}, M_{F} \). SHADE maintains a diverse set of parameters to guide control parameter adaptation as search progresses for more robust search.

In our companion paper [7], SHADE was evaluated by comparisons with CoDE [9], EPSDE [10], JADE [8] and dynNP-jDE [11] on 28 problems from the CEC2013 benchmark set [12], as well as CEC2005 benchmarks [13] and the set of classical 13 benchmark problems [14]. The experimental results show that SHADE is competitive with previous, state of the art DE algorithms on these benchmarks.

This paper presents an in-depth analysis of the performance evaluation of SHADE on the CEC2013 benchmark set. This benchmark set is improved version of the CEC2005 benchmark set [13]. Experiments were performed for \( D = 10, 30, \) and 50 dimensional problems.

The rest of the paper is organized as follows. In Section II, we describe the SHADE algorithm. Section III presents our empirical evaluation of SHADE on the CEC2013 benchmarks, which includes empirical measurements of the algorithm complexity (Section III-B), performance results on the benchmark problems (Section III-C), and an analysis of the parameter adaptation behavior of SHADE (Section III-D). Section IV concludes the paper with a discussion and directions for future work.

II. SUCCESS-HISTORY BASED ADAPTIVE DE

Success-History based Adaptive DE (SHADE) [7] is an adaptive DE, which uses a historical memory in order to adapt the control parameters \( F, CR \). The overall algorithm is shown in Algorithm 1. Below, we give an overview of the algorithm:

A DE population is represented as a set of real parameter vectors \( x_i = (x_{i1}, ..., x_{iD}), i = 1, ..., N, \) where \( N \) is the population size. At the beginning of the search, the individual vectors in population are initialized randomly.

SHADE maintains a historical memory with \( H \) entries for both of the DE control parameters \( CR \) and \( F \), \( M_{CR}, M_{F} \). In the beginning, the contents of \( M_{CR}, M_{F}(i = 1, ..., H) \) are all initialized to 0.5.

In each generation, the DE control parameters \( F \) and \( CR \) are generated based on the history based parameter adaptation, trial vectors are generated, selection applied, and the historical memory \( (M_{CR}, M_{F}) \) is updated. This process is repeated until some termination criterion is achieved.

In each generation, the control parameters \( CR_i \) and \( F_i \) used by each individual \( x_i \) are generated by first selecting an index \( r_i \) randomly from \([1, H]\), and then applying the equations below:

\[
CR_i = \text{randn}(r_i, 0.1) \quad (1)
\]
\[
F_i = \text{randc}(r_i, 0.1) \quad (2)
\]

Here, \( \text{randn}(\mu, \sigma^2) \), \( \text{randc}(\mu, \sigma^2) \) are values selected randomly from normal and Cauchy distributions with mean \( \mu \).
The maximum value 0.2 in Eq. (4) is the maximum value of $p$ where $p_{\min}$ is set according to the equation by generation:

$$p_i = \text{rand}[p_{\min}, 0.2]$$

where $p_{\min}$ is set such that when the $p$best individual is selected, at least 2 individuals are selected, i.e., $p_{\min} = 2/N$. The maximum value 0.2 in Eq. (4) is the maximum value of the range for $p$ suggested by Zhang and Sanderson [8].

In Eq. (3), the index $r_1$ is randomly selected from $[1, N]$. In Eq. (3), the individual $x_i,G$ is randomly selected from the union of the population $P$ and the external archive $A$. Parent vectors $x_i,G$ which were worse than the trial vectors $u_i,G$ (and are therefore not selected for survival in the standard DE) are preserved in archive. The size of the archive is set to the same as that of the population, i.e., $|A| = |P|$. Whenever the size of the archive exceeds $|A|$, randomly selected elements are deleted to make space for the newly inserted elements.

For each dimension $j$, if the mutant vector element $v_{j,i,G}$ is outside the boundaries $[x_{j}^{\min}, x_{j}^{\max}]$, we applied the same correction performed in [8]:

$$v_{j,i,G} = \begin{cases} x_{j}^{\min} + (x_{j}^{\max} - x_{j}^{\min})/2 & \text{if } v_{j,i,G} < x_{j}^{\min} \\ (x_{j}^{max} + x_{j,i,G})/2 & \text{if } v_{j,i,G} > x_{j}^{max} \end{cases}$$

After generating the mutant vector $u_{j,i,G}$, it is crossed with the parent $x_i,G$ in order to generate trial vector $u_{i,G}$. Binomial Crossover is used in SHADE and implemented as follows:

$$u_{j,i,G} = \begin{cases} v_{j,i,G} & \text{if rand}[0, 1] \leq CR_i \text{ or } j = j_{rand} \\ x_{j,i,G} & \text{otherwise} \end{cases}$$

rand$[0, 1]$ denotes a uniformly selected random number from $[0, 1]$, and $j_{rand}$ is a decision variable index which is uniformly randomly selected from $[1, D]$. $CR_i$ is the CR parameter used by individual $x_i$.

After all of the trial vectors $u_{i,G}, 0 \leq i \leq N$ have been generated, a selection process determines the survivors for the next generation. The selection operator in standard DE compares each individual $x_i,G$ against its corresponding trial vector $u_i,G$, keeping the better vector in the population.

$$x_i,G+1 = \begin{cases} u_i,G & \text{if } f(u_i,G) \leq f(x_i,G) \\ x_i,G & \text{otherwise} \end{cases}$$

As with JADE, the $CR_i$ and $F_i$ values used by successful individuals in Eq. (7) are recorded in $S_{CR}$ and $S_F$, and at the end of the generation, the contents of memory are updated as follows:

$$M_{CR,k,G+1} = \begin{cases} \text{mean}_{WA}(S_{CR}) & \text{if } S_{CR} \neq \emptyset \\ M_{CR,k,G} & \text{otherwise} \end{cases}$$

$$M_{F,k,G+1} = \begin{cases} \text{mean}_{WL}(S_F) & \text{if } S_F \neq \emptyset \\ M_{F,k,G} & \text{otherwise} \end{cases}$$

An index $k (1 \leq k \leq H)$ determines the position in the memory to update. At the beginning of the search $k$ is initialized to 1. $k$ is incremented whenever a new element is inserted into the history. If $k > H$, $k$ is set to 1. In generation $G$, the $k$-th element in the memory is updated. In the update equations (8) and (9), note that when all individuals in generation $G$ fail to generate a trial vector which is better than the parent, i.e., $S_{CR} = S_F = \emptyset$, the memory is not updated.

In the update equation (8), the weighted arithmetic mean $\text{mean}_{WA}(S_{CR})$ is computed according to Equation (10) by
Peng et al. [15].

\[
\text{mean}_{WA}(S_{CR}) = \sum_{k=1}^{\lfloor \frac{S_{CR}}{H} \rfloor} w_k \cdot S_{CR,k} 
\]

where \( w_k = \frac{\Delta f_k}{\sum_{k=1}^{\lfloor \frac{S_{CR}}{H} \rfloor} \Delta f_k} \)

The weighted Lehmer mean \( \text{mean}_{WL}(S_F) \) in the update equation (9) is computed using the formula below, and as with \( \text{mean}_{WA}(S_{CR}) \), the amount of improvement is used in order to influence the parameter adaptation.

\[
\text{mean}_{WL}(S_F) = \frac{\sum_{k=1}^{\lfloor \frac{S_F}{H} \rfloor} w_k \cdot S_{F,k}^2}{\sum_{k=1}^{\lfloor \frac{S_F}{H} \rfloor} w_k \cdot S_{F,k}} 
\]

III. EXPERIMENTAL EVALUATION OF SHADE ON CEC2013 COMPetition PROBLEMS

We evaluated the performance of SHADE on the CEC2013 Special Session on Real-Parameter Single Objective Optimization benchmark suite [12]. This benchmark set consists of 28 scalable test functions where the global optimum is shifted to \( o, o = (o_1, \ldots, o_D) \) (\( D \) is the number of dimensions).

These problems are based on an earlier set of benchmarks, the CEC2005 benchmark set [13]. In addition to introducing some entirely new functions, a major difference from the CEC2005 benchmark set is that for the composite functions that are derived by combining multiple functions, the base functions that are combined are selected more carefully, and an effort was made to make the regions around local optima be continuous.

Functions \( F_1 \sim F_5 \) are unimodal. \( F_6 \sim F_{20} \) are multimodal. \( F_{17} \) and \( F_{18} \) are double-funnel functions which have high deceptive structure [16]. \( F_{21} \sim F_{28} \) are composite functions which combine multiple test problems into a complex landscape. See [12] for details.

A. Algorithm Parameters

This section describes the parameter setting of SHADE and its execution environment. The control parameters we set for SHADE are:

- Population size \( N = 100 \), and
- memory size \( H = N = 100 \)

These values were used for all experiments in this paper (same for \( D = 10, 30, 50 \)).

The value \( N = 100 \) was chosen because it was used by several other authors in recent work [17], [8], so we have not tuned \( N \). The memory size \( H = 100 \) was chosen because it setting the historical memory size to be the equivalent to the population size seemed like a natural choice. An evaluation of \( H \in \{5, 10, 30, 50, 100, 200, 300, 400, 500\} \) confirmed that \( H = 100 \) resulted in good overall performance [7].

Although the standard DE parameters \( F \) (scaling factor) and \( CR \) (crossover rate) are used internally by SHADE, these parameters are automatically tuned by the history-based adaptation mechanism and are not set by the user.

B. Algorithm Complexity

This section reports “algorithm complexity” of our SHADE code as defined in [12].

All experiments were executed on the following system:

- OS: Ubuntu 12.04 LTS
- CPU: core i7 (2.20GHz)
- RAM: 8GB
- Language: C++
- Compiler: gcc (g++) with -O3 optimization flag

The algorithm complexity of SHADE was calculated according to the detailed instructions in [12]. Table I shows the computed algorithm complexity on 10, 30 and 50 dimensions. As defined in [12], \( T_0 \) is the time calculated by running the following test problem:

```plaintext
for i=1:1000000
x=0.55+(double)i; x=x+x; x=x/2; x=x*x; x=sqrt(x); x=log(x); x=exp(x); y=x/x;
end
```

\( T_1 \) is the time to execute 200,000 evaluations of benchmark function \( f_{14} \) by itself with \( D \) dimensions, and \( T_2 \) is the time to execute SHADE with 200,000 evaluations of \( f_{14} \) in \( D \) dimensions. \( T_2 \) is the mean \( T_2 \) values of 5 runs. According to Table I, both \( T_1 \) and \( T_2 \) scaled linearly with the number of dimensions, as shown by the linear growth of \((T_2 - t_1)/T_0\).

<table>
<thead>
<tr>
<th>( D )</th>
<th>( T_0 )</th>
<th>( T_1 )</th>
<th>( T_2 )</th>
<th>((T_2 - t_1)/T_0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.0009</td>
<td>1.5479</td>
<td>1.7198</td>
<td>0.1719</td>
</tr>
<tr>
<td>30</td>
<td>0.0009</td>
<td>2.6709</td>
<td>2.8802</td>
<td>0.1719</td>
</tr>
<tr>
<td>50</td>
<td>0.0009</td>
<td>2.6709</td>
<td>2.8802</td>
<td>0.1719</td>
</tr>
</tbody>
</table>

C. Results

We followed the rules of the CEC2013 benchmark competition [12]. For all of the problems, the size of the search space is \([-100, 100]^D\). When the gap between the error values of the best solution found and the optimal solution was \( 10^{-8} \) or smaller, the error was treated as 0. The three different dimensions \( D = 10, 30, 50 \) are tested. The maximum number of objective function calls per run was \( D \times 10,000 \). The number of runs per problem was 51, and we recorded best, worst, median, mean and standard deviation of the error value between the best fitness values found in each run and the true optimal value. The results on \( D = 10, 30 \) and 50 dimensions are shown in Table II, III and IV respectively.

We have also plotted average error (compared to the optimal solution) vs. the number of evaluations (for \( D = 10, 30, 50 \) dimensions) in Figures 1, 2 and 3. Note that the y-axis (average error value) is logarithmic scale.

For functions \( F_1, F_5 \) and \( F_{11} \), SHADE found the optimal solution in every single run for \( D = 10, D = 30, \) and \( D =
adapt so that SHADE converged to the same local optimum in most every single run. This may be because functions have a particularly deceptive landscape structure.

As shown in Tables II, III and IV and Figures 1, 2 and 3, the search performance of SHADE usually degrades as the number of dimensions (D) increases.

However, there are interesting exceptions. For F6 and F21, the results on 30 dimensions is better than the results for D = 50 dimensions than for D = 30 dimensions. It has been noted by Whitley et al that for some scalable benchmark functions, finding the global optimum with a higher number of dimensions is easier than finding the global optimum on a smaller number of dimensions [18]. It is possible that our anomalous results with F6, F21, and F22 are related to these previous observations.

D. Behavior of Adaptive Parameters

This section investigates the behavior of the DE control parameters that are adopted by SHADE. Figure 4 shows the how the F (scaling factor) and CR (crossover rate) parameters that are automatically tuned by SHADE change over time on benchmark problems F1, F3, F11, F14, F24, F27 (D = 3). The plots start at the beginning of the search, and continue until SHADE converges (search progress stops).

Each of these figures represents 1 run of SHADE on a benchmark problem. In each figure, the F and CR values for all elements in the historical memory are shown. In all cases, we observe that the values in memory are clustered in a band that moves coherently as the search progresses.

The F and CR parameters converge to different sets of values, depending on the benchmark problem. This is consistent with observation by previous researchers that optimal settings for these control parameters are domain-dependent (c.f. [1], [3], [4], [5]).

One notable pattern can be observed. For the separable and multimodal functions (F11 and F14), the control parameters adapt so that F is high and CR converges to relatively low values, while on the nonseparable functions F3, F24, F27, the control parameters adapt so that CR is very high and F has a moderate value.

IV. CONCLUSIONS

This paper reported the performance evaluation of Success-History based Adaptive DE (SHADE) [7] on the CEC2013 benchmark set. Results for D = 10, 30, 50, including algorithm complexity measurements were reported. We also analyzed the parameter adaptation behavior of SHADE.

Although we have shown in a companion paper that SHADE significantly outperforms previous DE variants [7], a detailed analysis of SHADE’s behavior on the CEC2013 benchmarks shows that for some problems, SHADE repeatedly converges to one particular local optimum. Identifying the cause of this phenomenon and improving SHADE to avoid always being attracted to a particular local optimum is an area of future work.

Finally, we noted that there are some problems which appear to be easier for SHADE when the number of dimensions is smaller. Further understanding of this anomaly is an area for future work.
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