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Abstract—We herein investigate the properties of widely used
constrained multi-objective optimization benchmark problems.
A number of multi-objective evolutionary algorithms (MOEAs)
for constrained multi-objective optimization problems (CMOPs)
have been proposed in the past few years. The C-DTLZ functions
and real-world-like problems (RWLPs) have frequently been
used to evaluate the performance of MOEAs on CMOPs. In
this paper, however, we show that the C-DTLZ functions and
widely used RWLPs have some unnatural problem features.
The experimental results show that an MOEA without any
constraint handling techniques (CHTs) can successfully find well-
approximated nondominated feasible solutions on the C1-DTLZ1,
C1-DTLZ3, and C2-DTLZ2 functions. It is widely believed that
RWLPs are MOEA-hard problems, and finding feasible solutions
on these problems is a very difficult task. However, we show that
an MOEA without any CHTs can find feasible solutions on widely
used RWLPs, such as the speed reducer design problem, the two-
bar truss design problem, and the water problem. Moreover,
the infeasible solution seldom simultaneously violates multiple
constraints in the RWLPs. For the above reasons, we conclude
that constrained multi-objective optimization benchmark prob-
lems require a careful reconsideration.

I. INTRODUCTION

A constrained multi-objective continuous optimization prob-
lem (CMOP), which frequently appears in engineering prob-
lems [1], [2], [3], [4], can be formulated as follows:

minimize fi(x), i ∈ {1, ...,M}
subject to gi(x) ≤ 0, i ∈ {1, ..., p}

hi(x) = 0, i ∈ {p+ 1, ..., N} (1)

where f : S→ RM is an objective function vector consisting
of M conflicting objective functions, and RM is the objective
function space. x = (x1, ..., xD)T is a D-dimensional solution
vector, and S = ΠD

j=1[aj , bj ] is the bound-constrained search
space, where aj ≤ xj ≤ bj for each j ∈ {1, ..., D}.
The feasible solution satisfies p inequality constraint func-
tions {g1, ..., gp} and N − p equality constraint functions
{h1, ..., jN−p}. The set of all feasible solutions is called the
feasible region F ⊆ S, whereas x 6∈ F in S is the infeasible
solution. In the same manner, the set of all infeasible solutions
is called the infeasible region F.

For the N inequality and equality constraint functions
in Equation (1), the constraint violation value ci(x), i ∈

{1, ..., N} of the solution x can be defined as follows:

ci(x) =

{
max(0, gi(x)), i ∈ {1, ..., p}
max(0, |hi(x)− δ|), i ∈ {p+ 1, ..., N}

(2)

where the tolerance value δ is generally used for relaxing the
equality constraints to the inequality constraints, and δ should
be set to a sufficiently small value (e.g., δ = 10−6). If the
solution x is feasible,

∑N
i=1 ci(x) = 0.

For x1, x2 ∈ F, we say that x1 dominates x2 and denote
x1 ≺ x2 if and only if fi(x1) ≤ fi(x2) for all i ∈ {1, ...,M}
and fi(x

1) < fi(x
2) for at least one index i. x∗ is a Pareto

optimal solution if there exists no x ∈ F such that x ≺ x∗.
f(x∗) is also called a Pareto optimal objective function vector.
The set of all x∗ is the Pareto optimal solution set (PS), and
the set of all f(x∗) is the Pareto frontier (PF). The goal of
CMOPs is to find a set of nondominated feasible solutions
that are well-distributed and close to the PF in the objective
function space.

A multi-objective evolutionary algorithm (MOEA) is one
of most promising approaches for solving (C)MOPs [5].
Since MOEAs use a set of individuals (solutions of a given
problem) for the search, it is possible that they can find
good nondominated feasible solutions in a single run. Unfor-
tunately, as pointed out in [6], the evolutionary computation
community has focused primarily on studies of MOEAs for
unconstrained or bound-constrained MOPs, and the number
of studies on CMOPs is much smaller. However, a number of
novel, efficient MOEAs for CMOPs has been proposed in the
past few years. Recently proposed representative MOEAs for
(C)MOPs include NSGA-III [7], U-NSGA-III [8], I-DBEA
[9], MOEA/DD [10], and RVEA [11]. Surrogate-assisted
MOEAs for CMOPs have also been studied [12].

In general, the performance of MOEAs (and EAs) is difficult
to evaluate theoretically and thus is instead evaluated ex-
perimentally through computational simulation. Suppose that
we apply an MOEA to a specific real-world problem and
evaluate its performance. In this case, reproducing experiments
conducted by other researchers is often very difficult because
the computational simulation of real-world problems often
requires special hardware or software. Therefore, artificially
designed benchmark functions have been widely used to
evaluate the performance of MOEAs.



Typical constrained multi-objective benchmark functions
include the SRN function [13], the TNK function [14], the
OSY function [15], the CTP functions [16], and the CF
functions [17]. However, most of these functions are two-
objective CMOPs, in which M cannot be set to an arbitrary
number. In other words, the benchmark functions described
above are not suitable for evaluating the scalability of MOEAs
with respect to M . On the other hand, the number of objectives
of the recently proposed C-DTLZ functions [7] can be set
to an arbitrary number, where the C-DTLZ functions are
extended variants of the DTLZ functions [18]. Therefore, the
C-DTLZ functions have frequently been used to evaluate the
performance of MOEAs in recent studies [7], [8], [10], [11],
[12]. While all of the benchmark functions described above
are artificially designed functions, real-world-like problems
(RWLPs) have also been used in comparative studies. Typical
RWLPs include the two-bar truss design problem [19], the
car side impact problem [7], and the water problem [20]. It
is widely believed that finding feasible solutions for RWLPs
is a very difficult task because most RWLPs have many
complex constraints. Thus, RWLPs have been considered to
be challenging, difficult problems for MOEAs. In summary,
there are a number of benchmark problems for evaluating
the performance of MOEAs on CMOPs. However, as far as
we know, their properties have been poorly investigated, and,
with some few exceptions (e.g., [16], [21]), their suitability as
benchmark problems for MOEAs has barely been discussed.

In this paper, we investigate the properties of the C-DTLZ
functions and widely used RWLPs, and show that they have
some issues. For the C-DTLZ functions, we demonstrate
that an MOEA without any constraint handling techniques
(CHTs) can find well-approximated nondominated feasible
solutions for the C1-DTLZ1, C1-DTLZ3, and C2-DTLZ2
functions. As mentioned above, many researchers in the evo-
lutionary computation community have considered RWLPs to
be MOEA-hard problems, and finding feasible solutions to
such problems is a difficult task. However, the experimental
results obtained in this paper reveal that an MOEA without
any CHTs can find feasible solutions for widely used RWLPs.
Nevertheless, infeasible solutions often simultaneously violate
multiple constraints for the widely used RWLPs. For these
reasons, although the C-DTLZ functions and RWLPs have
frequently been used to evaluate the performance of MOEAs
in recent studies [7], [8], [10], [11], [12], they may require
careful reconsideration.

The remainder of this paper is organized as follows. Section
II introduces typical constrained multi-objective benchmark
problems. Section III describes the experimental settings, and
we investigate the properties of constrained multi-objective
benchmark problems in Section IV. Finally, Section V con-
cludes this paper and discusses our future work.

II. REVIEW OF CONSTRAINED MULTI-OBJECTIVE
OPTIMIZATION BENCHMARK PROBLEMS

Table I shows some properties of typical constrained multi-
objective optimization benchmark problems described in this

TABLE I: Properties of typical constrained multi-objective
optimization benchmark problems (the number of objectives
M , the number of constraint functions N , the dimensionality
D, and the feasibility ratio). The feasibility ratio of the search
space (i.e., |F|/|S|) was experimentally estimated by calcu-
lating the percentage of feasible solutions in 105 uniformly
randomly generated solutions, as in [22], [23].

Problem M N D Feasibility ratio

SRN 2 2 2 0.08

TNK 2 2 2 0.03

OSY 2 6 6 0.02

C1-DTLZ1 ≥ 2 1 M + k − 1 0.0

C1-DTLZ3 ≥ 2 1 M + k − 1 0.0

C2-DTLZ2 ≥ 2 1 M + k − 1 0.02

C3-DTLZ1 ≥ 2 M M + k − 1 0.5

C3-DTLZ4 ≥ 2 M M + k − 1 0.12

fTBTD 2 3 3 0.0

fSRD 2 11 7 0.043

fDBD 2 5 4 0.319

fWB 2 4 4 0.058

fCSI 3 10 7 0.181

fSPD 3 9 6 0.026

fW 5 7 3 0.920

section. It is widely believed that the feasibility ratio represents
the difficulty of finding feasible solutions [22], [23]. For details
on each CMOP in Table I, see the corresponding paper.

The SRN function [13], the TNK function [14], and the
OSY function [15] are among the most widely used benchmark
functions. These three functions were proposed in 1994 ∼
1995 and have been used in numerous studies [24], [25], [23],
[26]. However, Deb et al. pointed out that these functions have
the following three issues: the dimensionality D is too small,
finding good solutions is not so difficult, and the difficulty and
complexity of optimization cannot be tuned [16].

In order to address the above issues, Deb et al. proposed
the CTP functions [16]. The CTP can be considered to be a
general framework for constructing novel constrained multi-
objective optimization benchmark problems. Various bench-
mark functions can be generated using the CTP framework. In
[16], seven CTP functions (CTP1, ..., CTP7) were designed.
The CTP framework was also used for constructing the CF
functions [17] for the IEEE CEC2009 MOEA Competition1.
Very recently, Li et al. proposed more difficult variants of the
CTP functions [21]. Unfortunately, most of the CTP functions
described above are two-objective CMOPs and are not suitable

1http://dces.essex.ac.uk/staff/zhang/moeacompetition09.htm



for evaluating the scalability of MOEAs with respect to M 2.

In [7], Jain and Deb propose five C-DTLZ functions. The
C-DTLZ functions are extended variants of the DTLZ func-
tions [18] for benchmarking MOEAs for CMOPs. Unlike the
classical benchmark functions described above, the number of
objectives of the C-DTLZ functions can be set to an arbitrary
number, and thus they have frequently been used in recent
comparative studies [7], [10], [11], [12]. According to the
characteristics of the feasible region in the objective function
space, the C-DTLZ functions are classified into the following
three categories: Type-1, Type-2, and Type-3 problems.

Figure 1 shows the feasible or infeasible region of each
C-DTLZ function in the objective space (M = 2). The
C2-DTLZ2 and C3-DTLZ4 functions are unimodal, and the
C1-DTLZ1, C1-DTLZ3, and C3-DTLZ1 functions are multi-
modal. In Type-1 constraint C-DTLZ functions (C1-DTLZ∗),
the shape and position of the PF are the same as in the
original DTLZ functions, but there is “an infeasible barrier”
that prevents MOEAs from approaching the PF. Thus, the
population must overcome this infeasible barrier to converge
to the true PF, which can be considered a difficult task.
In Type-2 constraint C-DTLZ functions (C2-DTLZ∗), part
of the PF becomes the infeasible region by introducing a
constraint. In other words, the shape of the PF of C2-DTLZ∗
is discontinuous. In general, handling the discontinuously of
the PF is difficult for MOEAs. Note that the constraint is
nevertheless introduced, and the position of the PF of C1-
DTLZ∗ and C2-DTLZ∗ remains unchanged from the original
DTLZ functions. On the other hand, in Type-3 constraint C-
DTLZ functions (C3-DTLZ∗), the region of the original PF
is made infeasible by introducing M linear constraints, and
the PF of C3-DTLZ∗ is a boundary line between the feasible
and infeasible region. Note that most constraint multi-objective
benchmark functions such as the SRN, TNK, OSY, and the
CTP functions (except for the CTP7 function) can be classified
as Type-3 constraint functions.

RWLPs have also frequently been used for comparative
studies [19], [27], [23], [26], [7]. Typical RWLPs include the
two-bar truss design problem (fTBTD) [19], [26], the speed-
reducer design problem (fSRD) [19], [26], the disc brake
design problem (fDBD) [19], [26], the welded beam problem
(fWB) [28], [26], the car side-impact problem (fCSI) [7], the
ship parametric design problem (fSPD) [29], [27], and the
water problem (fW) [20], [7]. It is generally believed that
finding feasible solutions for RWLPs is a very difficult task
because most RWLPs have many complex constraints [7].
In fact, as shown in Table I, for most RWLPs, N is much
larger than that for the artificially designed functions (e.g.,
fCSI has 11 constraints), and the feasibility ratios of some
RWLPs are low. Therefore, RWLPs have been considered to
be challenging, difficult problems for MOEAs.

2The idea of constructing CTP functions with M ≥ 3 is briefly introduced
in [16], but to the best of our knowledge, they have never been realized.

(a) C1-DTLZ1 (b) C1-DTLZ3

(c) C2-DTLZ2

(d) C3-DTLZ1 (e) C3-DTLZ4

Fig. 1: Feasible or infeasible region of each C-DTLZ function in the
objective space (M = 2). All figures were derived from [7].

III. EXPERIMENTAL SETTINGS

In this paper, we investigate the properties of the two groups
of constrained multi-objective optimization benchmark prob-
lems (C-DTLZ functions and RWLPs) described in Section II.
Here, we describe the experimental settings. The results will
be discussed in Section IV.

A. Problems and performance evaluation methods

We used the two- and three-objective C-DTLZ functions3.
As suggested in [7], the position parameter k was set to k = 10
for the C1-DTLZ3 and C2-DTLZ2 functions and to k = 5 for
the remaining functions. We also used the seven RWLPs in
Table I.

We used the hypervolume (HV) indicator [30] for evaluating
the quality of a set of obtained nondominated solutions A.
Before calculating the HV value, the objective function vector

3We used the source code of the C-DTLZ functions implemented by Li.
The code was downloaded from http://www.cs.bham.ac.uk/∼likw/.



f(x) of each x ∈ A was normalized using the ideal point
and the nadir point. The ideal point and the nadir point for
all problems were experimentally estimated using all solutions
obtained by all methods for all 101 runs. The reference point
for calculating HV was set to (1.1, ..., 1.1)T. Note that we used
only the feasible solutions dominating the reference point for
the HV calculation.

Almost all previous studies (e.g., [7], [8], [10], [9], [11],
[12]) used nondominated solutions in the population at the
end of the search for calculating the HV value. In general, an
MOEA maintains (nondominated) solutions obtained during
the search process in the population, but the population size
is limited. When using the nondominated solutions in the
population for the HV calculation, a monotonic increase in
HV over time (= the number of function evaluations) cannot
be ensured [31], [32]. Thus, we cannot exactly evaluate the
performance of MOEAs using such traditional evaluation
methodology.

In order to address this issue, we used an unbounded
external archive as suggested in [32], [33]. The unbounded
external archive stores all nondominated feasible solutions
found during the search process and can be introduced into
any MOEAs without any changes to their original algorithms
[32], [33]. Solutions in the unbounded external archive are not
used in the search of an MOEA. When using the unbounded
external archive, the above-described issue can be addressed
[31], [32]. Since, in practice, users of MOEAs want to obtain
nondominated solutions whenever possible, we believe that
the benchmark methodology using the unbounded external
archive is more practical. The unbounded external archive is
also used in the recently proposed BBOB-biobj benchmark
suite [34] in the COCO framework4. When the number of
obtained nondominated solutions in the unbounded external
archive is too large, a method that selects only representative
solutions (e.g., [35]) should be used.

B. MOEAs
We analyzed the performance of five variants of (C)NSGA-

II [24] because it is one of the most widely used MOEAs
for CMOPs. CNSGA-II is the NSGA-II algorithm using
the constraint-domination ≺const, instead of the Pareto-
domination ≺ described in Section I. For x1, x2 ∈ S, we
say that x1 constraint-dominates x2 and denote x1 ≺const x

2

if the two vectors satisfy one of the following three conditions:
(1) x1 ∈ F and x2 6∈ F, (2) x1,x2 6∈ F and C(x1) < C(x2),
and (3) x1,x2 ∈ F and x1 ≺ x2, where C is a constraint
violation function summarizing how the solution x violates
N constraints in Equation (1).

We investigate the performance of the following five
(C)NSGA-II algorithms using different types of C:

1. NSGA-II: The NSGA-II using ≺, rather than ≺const.
2. CNSGA-II-S: The CNSGA-II using the sum of the con-
straint violation values {c1(x), ..., cN (x)} defined in Equation
(2) as C, i.e., C(x) =

∑N
i=1 ci(x).

4http://coco.gforge.inria.fr/

3. CNSGA-II-NS: The CNSGA-II using the normal-
ized sum of the constraint violation values as C, i.e.,
C(x) =

∑N
i=1(ci(x) − cmin

i )/(cmax
i − cmin

i ), where cmin
i =

miny∈P {ci(y)}, cmax
i = maxy∈P {ci(y)}, and P is the

population.
4. CNSGA-II-CD: The CNSGA-II using the Pareto-
dominance relationship in the constraint violation value space
RN [36] as C.
5. CNSGA-II-RR: The CNSGA-II using the relative ranking
(RR) [27] as C.

For details on CD and RR, see [36], [27], respectively.
CNSGA-II-S is identical to the original “CNSGA-II” proposed
in [24] and most typical variant in the five (C)NSGA-II algo-
rithms. The aim of the normalization procedure of CNSGA-
II-NS and the sophisticated techniques of CNSGA-II-CD and
CNSGA-II-RR is to handle the different scale of the constraint
violation values. For CNSGA-II-CD and CNSGA-II-RR, if the
two compared individuals x1 and x2 have the same rank level,
then the sum of the constraint violation values, as in CNSGA-
II-S, is used as a tie-breaking method. Note that, as far as
we know, no previous study analyzed the impact of C on the
performance of CNSGA-II, in isolation.

We used the jMetal5 source code of NSGA-II. We used
the SBX crossover and polynomial mutation as in the original
CNSGA-II paper [24]. As suggested in [24], we set the control
parameters of the variation operators as follows: pc = 1.0,
ηc = 20, pm = 1/D, and ηm = 20. The population size of
the CNSGA-II algorithms was set to 100. For handling the
different scale of the objective function values, we introduced
the normalization procedure of the objective function values
to all five algorithms. The maximum number of function
evaluations was set to 5×104, and 101 independent runs were
performed. Owing to a sufficiently large sample size, statistical
tests are not necessary.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

Here, we report and discuss the experimental results for the
five (C)NSGA-II algorithms for the five C-DTLZ functions
and the seven RWLPs listed in Table I. First, we describe the
results for the five C-DTLZ functions and seven RWLPs in
Sections IV-A and IV-B, respectively. Finally, in Section IV-C,
we generally discuss the experimental results for the C-DTLZ
functions and RWLPs.

A. Results for the five C-DTLZ functions

Figure 2 shows the performance comparison of the five
(C)NSGA-II algorithms for the two-objective C-DTLZ func-
tions. Due to space constraints, we do not show the results for
three objective functions, but they are similar to those shown
in Figure 2. Note that the behavior of the four CNSGA-II
algorithms for the C1-DTLZ1, C1-DTLZ3, and C2-DTLZ2
functions is exactly the same, because N = 1 in these
problems.

For the Type-1 functions, CNSGA-II performs well on the
C1-DTLZ1 function for a number of function evaluations

5The code was downloaded from http://jmetal.sourceforge.net/
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Fig. 2: Convergence behavior of the five (C)NSGA-II algorithms for the five C-DTLZ functions with M = 2. The median HV values across
all the 101 runs are plotted.

(FEvals) of approximately 1.2 × 104. However, for FEvals
= 1.2 × 104 ∼ 2.3 × 104, the four CNSGA-II algorithms
are clearly outperformed by NSGA-II, which does not use
any CHTs. For FEvals > 2.3 × 104, there is no significant
difference in performance among the five algorithms.

To explain the results for the C1-DTLZ1 function,
we show the distributions of individuals in the popula-
tions of (a) CNSGA-II-S and (b) NSGA-II for FEvals ∈
{7 000, 14 000, 21 000} in Figure 3. As shown in Figure 3, for
FEvals = 7 000, CNSGA-II-S converges to the feasible region
as well as the PF faster than NSGA-II. The reason for this
result is that when all individuals in the population of CNSGA-
II-S are infeasible, the environmental selection of CNSGA-II-
S is performed based on only the amount of the constraint
violation values (see Section III-B). In other words, when all
individuals in the population are infeasible, the algorithmic
behavior of CNSGA-II-S is identical to that of a single-
objective GA minimizing the sum of the constraint violation
values C(x) =

∑N
i=1 ci(x). Due to this reason, we believe

that CNSGA-II-S could find good feasible solutions faster
than NSGA-II. However, the distribution of the individuals of
CNSGA-II is clearly biased to f2 for FEvals = 7 000. After
finding the feasible solutions, the population of CNSGA-II
gradually creeps towards the f1 along the PF. In summary,
CNSGA-II-S finds the feasible solutions quickly, but requires
many FEvals in order to obtain good solutions for the PF. On
the other hand, the individuals in the population of NSGA-
II are widely distributed when reaching the feasible region
(FEvals = 14 000). For FEvals = 21 000, NSGA-II finds well-
distributed feasible solutions while the population of CNSGA-
II-S still moves toward f1. These are the reasons why the
HV values of NSGA-II are higher than those of the CNSGA

algorithms for FEvals = 1.2 × 104 ∼ 2.3 × 104 for the C1-
DTLZ1 function.

For the C1-DTLZ3 function, surprisingly, NSGA-II clearly
outperforms the four CNSGA-II algorithms at all times. The
reason for this result is that the infeasible barrier of the C1-
DTLZ3 function (Figure 1(b)) does not affect the search of an
MOEA without any CHTs.

For the C2-DTLZ2 function, there is no performance dif-
ference between NSGA-II and CNSGA-II. In the C2-DTLZ2
function, part of the PF is the infeasible region, but the
position of the PF remains unchanged. Recall that, in this
experiment, we used the unbounded external archive that stores
all nondominated feasible solutions found during the search
process. The shape of the PF of the C2-DTLZ2 function
is disconnected, and it is widely believed that handling the
discontinuities in the PF is difficult [7]. However, when
using the unbounded external archive, the distribution of the
individuals in the population is not relevant to the HV value,
so the effect of discontinuity might not be so significant. The
results for the CTP7 function [16] are also shown in Figure 4.
We selected the CTP7 function because part of its PF is the
infeasible region, and it can be classified as a Type-2 constraint
function. As expected, the results for the CTP7 function are
similar to the results for the C2-DTLZ2 function.

Finally, although unsurprising, the four CNSGA-II algo-
rithms perform significantly better than NSGA-II for the C3-
DTLZ1 and C3-DTLZ4 functions, especially the C3-DTLZ4
function. Although not shown here, but the poor performance
of NSGA-II was also observed for the SRN, TNK, and OSY
functions. In explaining this result, we show the distributions
of individuals in the populations of CNSGA-II-S and NSGA-II
for the C3-DTLZ4 function in Figure 5. Note that all individ-
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Fig. 3: Distributions of individuals in the populations of (a) CNSGA-
II-S and (b) NSGA-II for the two-objective C1-DTLZ1 function in
a single run (FEvals ∈ {7 000, 14 000, 21 000}). The red and black
circles represent the infeasible and feasible solutions respectively. The
bold blue line indicates the PF, and the shaded region indicates the
feasible region.

uals of CNSGA-II-S and NSGA-II are feasible and infeasible,
respectively. For the C3-DTLZ4 function, the original PF is
infeasible, and its PF is a boundary line between the feasible
and infeasible region. For this reason, in Figure 5, NSGA-
II, which does not use any CHTs, passes the true PF and
converges to the original PF. As a result, NSGA-II fails to
find good feasible solutions.

B. Results for the seven RWLPs

Figure 6 shows the performance comparisons of the five
(C)NSGA-II algorithms on the six RWLPs (fTBTD, fWB,
fSRD, fCSI, fSPD, and fW). We do not show the result for
fDBD, which are similar to the results for fSRD.

As shown in Figure 6, the results for the RWLPs are similar
to the results for the Type-3 constraint C-DTLZ functions.
Namely, NSGA-II performs significantly worse than the four
CNSGA-II algorithms, especially for fDBD and fSPD. For
fWB, NSGA-II achieves good feasible solutions only for
FEvals = 103. We believe that the reason for the poor
performance of NSGA-II for the RWLPs is the same as that
for the C3-DTLZ4 function described in Section IV-A. Note
that NSGA-II finds the feasible solutions for all seven RWLPs
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Fig. 4: Convergence behavior of the five (C)NSGA-II algorithms for
the two-objective CTP7 function. The median HV values are plotted.
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while many researchers consider these problems to be difficult
for finding the feasible solutions. Moreover, it is widely
believed that well-designed CHTs are needed to handle the
different scale of each constraint violation value in {c1, ..., cN}
for the RWLPs [36], [27], [23], [7]. However, in this study,
we compared the four CNSGA-II algorithms (CNSGA-II-
S, CNSGA-II-NS, CNSGA-II-CD, and CNSGA-II-RR), but
contrary to intuition, there is no significant difference between
their performance. CNSGA-II-S uses the most simple C, and
so it should perform worse than the remaining CNSGA-II
algorithms using the more sophisticated C.

To analyze the results, we show the cumulative number of
constraints that the infeasible solutions generated by CNSGA-
II-S simultaneously violate for fSRD, fCSI, and fW in Fig-
ure 7. As shown in Figure 7, the number of constraint
functions that are simultaneously violated can be found out.
For example, for fSRD, until FEvals = 8 000, CNSGA-II-
S generated about the 1 700 and 300 infeasible solutions
that simultaneously violate one and two constraint functions
respectively. The infeasible solutions generated by CNSGA-
II-S never simultaneously violated more than four constraints
for fSRD. As shown in Table I, there are the 11, 10, and seven
constraints in fSPD, fCSI, and fW, respectively. Handling
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many constraints and finding good feasible solutions for such
problems appears to be difficult. However, as shown in Figure
7, most solutions obtained during the search process are
feasible, and, in many cases, the infeasible solutions violate
only one constraint. This is the reason why the four CNSGA-
II algorithms perform similarly to each other on the seven
RWLPs in Figure 6. Although there are many constraints in
the seven RWLPs, finding the feasible solutions appears to be
relatively easy.

C. Overall discussion of the experimental results for the C-
DTLZ functions and RWLPs

Based on the experimental results described in Section IV-A,
we can say that an MOEA without any CHTs (e.g., NSGA-II)
can find well-approximated feasible solutions for the Type-
1 and Type-2 constraint functions. Since the position of the
PF of the Type-1 and Type-2 functions is unchanged from
the original functions, improving the solution according to the
objective function values is identical to minimizing the con-

straint violation values (i.e., searching the feasible solutions).
The Type-1 and Type-2 constraint functions should probably
not be used for evaluating the performance of MOEAs for
CMOPs in light of our experimental results.

RWLPs have been considered to be challenging, difficult
problems [7]. However, in Section IV-B, we showed that even
NSGA-II without any CHTs can easily find feasible solutions
for the seven RWLPs. Moreover, the CNSGA-II algorithms
with the simple C (i.e., CNSGA-II-S) and the more sophisti-
cated C (i.e., CNSGA-II-NS, CNSGA-II-CD, and CNSGA-II-
RR) perform similarly to each other for the RWLPs. Therefore,
RWLPs might be not as difficult as researchers expected.

We believe that finding good feasible solutions for actual
real-world problems is a difficult task due to their complex
constraints [4]. In other words, finding good feasible solutions
for real-world CMOPs should be more difficult than finding
good feasible solutions for the C-DTLZ functions or widely
used RWLPs. More complex, difficult benchmark problems are
required to evaluate the performance of MOEAs for CMOPs.



V. CONCLUSION

We have analyzed the properties of the C-DTLZ functions
and the seven RWLPs listed in Table I. The experimental
results revealed that the Type-1 and Type-2 C-DTLZ func-
tions have some critical issues and may be inappropriate for
benchmarking MOEAs for CMOPs. Researchers in the evolu-
tionary computation community had considered RWLPs to be
challenging problems due to their numerous constraints, but
we showed that RWLPs might be not as difficult as they had
believed. In light of our experimental results, it is possible that
constrained multi-objective optimization benchmark problems
require careful reconsideration.

There is a great deal of room for designing novel, ap-
propriate problems for benchmarking MOEAs for CMOPs.
Among the five C-DTLZ functions, Type-3 functions appear
to be one of the most appropriate types of benchmark prob-
lems. Therefore, we believe that constructing novel benchmark
problems based on Type-3 DTLZ functions is a promising
future direction. The PF of the Type-1 and Type-2 C-DTLZ
functions is identical to that of the original DTLZ functions,
which causes the problem described in this paper. However,
the region of the PF of the Type-1 and Type-2 functions can
be made infeasible by adding the properties of the Type-3
functions to them. We will construct composite functions of
the Type-3 functions and the Type-1 and Type-2 functions.
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